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1. Introduction

The simulation of turbulent boundary layers requires quite detailed inflow information since the resolved
flow is unsteady and three-dimensional. Rather than simulating laminar and transitional regions arising near a
leading edge, it is often more computationally efficient to formulate a fully turbulent inflow condition. To
date, three types of methods for creating appropriate inflow conditions have been suggested: the random fluc-
tuation method [1], the matching database method [2], and the recycling and rescaling method [3,4]. The clas-
sification of those methods is based on their different treatments of the mean profile and fluctuations at inflow.
Among those methods, the recycling method appears to establish a turbulent shear flow with a fairly short
inlet buffer zone and provides accurate downstream profiles.

The recycling method was introduced by Spalart [3]. Lund et al. [4] further developed this concept, and
introduced a rescaling idea. In their implementation, instantaneous profiles at a specific station were recy-
cled to the inlet at each numerical step after rescaling. This rescaling was based on the similarity laws of the
boundary layer: the law of the wall in the inner part and the defect law in the outer part of the boundary
layer.

If the rescaling starts by using downstream data that are far from a correct turbulent state, the skin friction
may decrease with time and make the achievement of the desired inflow turbulent state very difficult. The dif-
ficulty results from the coupling of the initial and inflow condition during the starting transient. Since the non-
physical transient solution relevant to the initial fields are recycled to the inlet, this procedure causes such a
coupling in the early part of the simulation. Although it is believed that, after a long time evolution, the flow
will become independent of the initial conditions. However, the initial condition will influence the length of the
starting transient. To overcome the problem arising from unsuitable initial conditions, Lund et al. [4]
suggested making a correction to the resolved velocities during the early part of simulation. Spille-Kohoff
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and Kaltenbach [5] suggested adding a source term to the resolved equation based on the desired Reynolds
stress.

The present paper proposes an advance to the method of Lund et al. [4] for the simulation of turbulent
boundary layers subjected to zero pressure gradient. In the present method, the recycling plane is dynamically
positioned according to the downstream instantaneous field. And the weighting parameter in Lund et al.’s [4]
rescaling method is modified. With this inlet generation technique, the first and second order statistics com-
pare well with recent experimental and DNS results and the size of the starting transient appears to be
reduced.

2. The improved rescaling method

The rescaling method has a weak point: it is difficult to rapidly generate correct downstream turbulence to
use for recycling if the initial inflow conditions are not accurate. Similarly, it is difficult to improve the inflow
conditions by recycling a profile that is far from correct. If the initial conditions are not well posed, the interior
Reynolds stress may continuously decay. This tendency toward decay is hard to remedy by the above rescaling
treatment. Moreover, if the initial conditions are not proper, i.e., the correct large eddies have not been pro-
duced in the interior at the right time, the mean profiles and velocity rms profiles may not be correct. Hence,
similarity laws are not strictly applicable. The method of Lund et al. [4], which is based on an assumption that
the recycling profile and the inflow profile data satisfy the similarity law, will result in a long transient until
equilibrium is established. The rescaling method proposed by Lund et al. is promising, but can be improved
by a reduction in the start-up transient associated with the method. Furthermore, a suitable recovery from the
skin-friction decay could not be achieved in several hundred time units ð dd

U1
Þ when Lund et al.’s scheme was

used with a fully implicit numerical scheme. This provided motivation for the present study.

2.1. The dynamic recycling

The convective speed of turbulent structures in the turbulent boundary layer with zero pressure gradient
varies with the distance from the wall, and this speed is roughly proportional to the streamwise velocity.
Therefore, the fluid structures generated by the inflow conditions will take some time to reach the recycling
plane. Our numerical experience showed that the structures evolving from the initial condition tend to decay,
but the structures produced by the rescaled inflow conditions maintain the balance of turbulent production
and dissipation quite well, provided that the mean profile and Reynolds stresses of the inflow profiles appear
steady and accurate. Therefore, in order to efficiently and accurately establish the turbulent boundary layer,
we suggest dynamically selecting the recycling plane so that the recycling plane is kept within the turbulent
region produced by inflow conditions during the early part of the simulation, since the similarity laws can
be satisfied in this region. The proposed recycling plane is located by:
X 2 ¼ X 1 þminðX tag � X 1; aU b maxð0; ðt � t0ÞÞÞ ð1Þ

where X2 is the recycling location, Xtag is the desired recycle station when the numerical domain is completely
occupied by the turbulent structures produced by the inlet conditions, X1 is the starting location of the recy-
cling plane, t is non-dimensional time, Ub is the bulk velocity, which is an average velocity cross the boundary
layer, and t0 is the time at which the leading edge of the convected flow generated at the inlet reaches station
X1. Eq. (1) indicates that the recycling plane stays at station X1 from t = 0 up to t = t0, at which time the struc-
tures generated by the inlet conditions are expected to pass through station X1 except for the viscous sublayer,
and then the recycling plane moves downstream with the speed aUb until it reaches the desired location Xtag.
After that, the recycling plane will remain fixed for the remainder of the simulation. The purpose of this is to
keep the recycling plane inside the convective region influenced by the inflow conditions to achieve accurate
first and second order statistics. In our simulation, X1 = 10dd, a = 0.5, and t0 = 10 where dd is the displace-
ment thickness at the inlet.

When the turbulence is fully established, the recycling plane should be fixed. Thus, this dynamic process is
stopped when the recycling plane reaches Xtag. Considering that the dynamic recycling method has a different
transient compared with the fixed recycling method, an interesting question that needs to be answered is
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whether this dynamic recycling would break up the turbulent structures. Guarini et al.’s [6] two-point corre-
lation analysis shows that if the recycling station is far enough from the inlet, the recycled fluctuations will be
independent of the inlet fluctuations. This feature enables us to set up an inlet condition based on the recycling
of downstream profiles without breaking up the fast moving or slow moving structures by keeping the recy-
cling plane some distance from the inlet. Experiments conducted by Smith and Metzler [7] observed that the
streaky structure extends over a streamwise distance of DLþx > 1000, and Iritani et al. [8] found that the ther-
mal streaky structure extends over a streamwise distance of DLþx > 1000 also. Those studies implied that keep-
ing a large enough distance is necessary when recycling. Thus, we start the recycling from the station X1, but
not from the inlet.

2.2. The inflow conditions

The inflow conditions proposed by this paper are:
U inner
inlt yþinlt

� �
¼ cU recy yþinlt

� �
þ c1U 0recy yþinlt; z; t

� �
ð2Þ

T inner
inlt yþinlt

� �
¼ cT recy yþinlt

� �
þ c1T 0recy yþinlt; z; t

� �
þ T w;inlt � cT w;recy ð3Þ

Uouter
inlt ðginltÞ ¼ cU recyðginltÞ þ c1U 0recyðginlt; z; tÞ þ ð1� cÞU ref ð4Þ

T outer
inlt ðginltÞ ¼ cT recyðginltÞ þ c1T 0recyðginlt; z; tÞ þ ð1� cÞT ref ð5Þ

V inlt ¼ V recy W inlt ¼ W recy ð6Þ
where c ¼ U s;inlt

Us;recy
, c1 = 1. The subscripts inlt and recy stand for the inlet plane and recycling plane, respectively.

The superscripts inner or outer correspond to the inner or outer part of boundary layer, respectively. Since
Lund et al. [4] used a fixed recycling plane, c was a function of the distance between the recycling station
and inlet, which was fixed in their method. In this paper, we suggest the following way to assign the value
of c. When the recycling plane is moving, Us,recy is calculated step by step, and Us,inlt is assigned to be the de-
sired inlet skin friction velocity. When the recycling plane reaches the desired station, Lund et al.’s [4] c is ap-
plied. Our numerical simulation shows that, after many recycling and rescaling operations, it is possible to
underproduce or overproduce the rms fluctuations. This feature may result from modeling, the numerical
scheme, or both. In this paper, we only consider the influence of the numerical method and the modeling issue
will not be discussed. Usually, even order schemes are utilized in the simulation of turbulence because of their
robustness and accuracy. However, the numerical errors associated with the even order schemes are domi-
nated by dissipation. Note that the dissipation in the numerical simulation contains three parts: viscous,
numerical, and modeling dissipation. In the design of a numerical simulation method, the dissipation of the
method should be considered. In this sense, a well-chosen c1 can provide a remedy for this under or over pro-
duction. We tested different values of c1, including c1 = c. Our experiences indicated that, when c1 = 1, the rms
profiles matched well with Degraaff and Eaton’s [9] experimental results using the fully implicit LES scheme.

In order to maintain the continuity of the inflow conditions, a weighting function, W, is proposed to com-
bine the inner and the outer part of velocity and temperature profiles so that:
U yþinlt

� �
¼ U inner

inlt yþinlt

� �
W yþinlt

� �
þ 1� W yþinlt

� �� �
U outer

inlt yþinlt

� �
T yþinlt

� �
¼ T inner

inlt yþinlt

� �
W yþinlt

� �
þ 1� W yþinlt

� �� �
T outer

inlt yþinlt

� �

Since the law of the wall is only valid in the inner part of boundary layers and the defect law is only valid in the
outer part, an improper weighting function may deform the profiles and cause the inflow rescaling to fail. Con-
sidering that the law of the wall and the defect law overlap in the logarithmic layer, we suggest the following
weighting function:
W ðyþÞ ¼ 1:0; when yþ < 50

W ðyþÞ ¼ 1

2
1:0� tanh

aðq� bÞ
ð1:0� 2bÞqþ b

� �� �
tanhðaÞ

�
; otherwise

W ðyþÞ ¼ 0; when yþ > 300



4 K. Liu, R.H. Pletcher / Journal of Computational Physics 219 (2006) 1–6
where a = 0.5, b = 0.4 and q = (y+ � 50)/(250). The above weighting function maintains the law of the wall or
the defect law for y+ < 50 or y+ > 300, respectively. Only in the logarithmic region are the profiles composite.

3. Results and conclusions

In order to evaluate this inflow method, turbulent boundary layers ranging from Red = 1850 up to
Red = 2250 were calculated by two different numerical schemes, a fully implicit scheme [12] and a semi-implicit
scheme [13], where Red is the Reynolds number based on displacement thickness. The former scheme was a
second order central difference LUSGS finite volume scheme, and the time difference was represented by a sec-
ond order Euler backward scheme. The numerical procedure included two loops: inner loop and outer loop,
(or pseudo time step and physical time step). Newton iteration was applied in the inner loop. The latter scheme
was a four stage Runge–Kutta scheme. The convective terms were discretized by the Crank–Nicolson method.
Second order central differences were utilized for the spatial discretizations. For both methods, random fluc-
tuations were used to generate the initial fluctuation field, the convective boundary condition [4] was applied at
the outflow boundary, and a dynamic subgrid-scale model proposed for compressible turbulence by Moin
et al. [10] and recommended by Lilly [11] was implemented. The numerical mesh was 280 · 80 · 120 in the
streamwise, normal, and spanwise directions, respectively. The computational domain was 84 · 30 · 14.4 in
terms of distance normalized by the inlet displacement thickness. The Mach number was 0.06. The numerical
time step was 0:2 dd

U1
. Dyþmin ¼ 0:54, Dz+ = 13.2, and Dx+ = 33.0. An adiabatic wall temperature condition was

applied.
The LUSGS scheme [12] was found to be more efficient than the Runge–Kutta scheme and performed more

accurately with the present rescaling procedure for the simulation of compressible flows. Thus, only the
LUSGS results are presented in the figures to follow except for Fig. 4, where results from both methods
are shown.

Fig. 1 compares the LES rms results with the DNS profiles obtained by Spalart [3], and the experimental
profiles obtained by Degraaff and Eaton [9]. Fig. 2 shows a comparison of the mean streamwise velocity profile
with the same DNS data and experimental data. The agreement is generally good.

The comparison of skin friction is shown in Fig. 3. In this figure, the solid line was obtained by the method
proposed in this paper, and the dashed line shows the results obtained by using the same rescaling treatment
but with a fixed recycling station at X = Xtag, which is 40dd, and the empirical curve is the Ludwieg–Tillmann
correlation. Both the solid and the dashed lines represent the average from t ¼ 100 dd

U1
to t ¼ 300 dd

U1
. We also

found that Lund et al.’s [4] suggestion for the starting transients works for the semi-implicit Runge–Kutta
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Fig. 1. Comparison of rms profiles by present method in a turbulent boundary layer Redd
¼ 2000 and zero free stream turbulence with the

DNS data reported by Spalart [3] and the experimental data reported by Degraaff and Eaton [9].
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Fig. 2. Comparison of mean streamwise velocity distributions in a turbulent boundary layer Redd
¼ 2000. The solid line presents LES

results, the dashed line gives the DNS profile obtained by Spalart [3], and the square symbols are experimental data reported by Degraaff
and Eaton [9].
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Fig. 3. Evolution of skin friction: ——, recycling plane was dynamically chosen by Eq. (1); — —, recycling plane was fixed; —Æ—,
empirical curve is the Ludwieg–Tillmann correlation.
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scheme, but need to be improved for the fully implicit scheme because the starting transients are numerical
phenomena relevant to the numerical scheme. The detailed information about the influence of initial condi-
tions, boundary conditions, and numerical schemes on the starting transients still remains elusive. Considering
that the maximum numerical time we calculated was only up to t ¼ 800 dd

U1
which is shorter than Lund et al.’s

[4] simulation, it is still possible that the skin friction by the fully implicit schemes could be recovered by Lund
et al.’s [4] method after a longer simulation. But, the present dynamic recycling method can adjust the skin
friction for both of the schemes within a short starting transient. This feature is illustrated in Fig. 4, which
shows the time evolution of the skin friction at the station X = 40dd. In Fig. 4, cases 1 and 3 were calculated
by the fully implicit scheme, and cases 2 and 4 were calculated by the Runge–Kutta scheme. Lund et al.’s [4]
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suggestion for the starting transients [4] was utilized for cases 3 and 4, and the dynamic recycling method was
utilized for cases 1 and 2.

In conclusion, this proposed dynamic recycling procedure shows good performance in establishing the cor-
rect skin friction. The method reduces the start-up transient and maintains a relatively short inlet buffer zone.
Furthermore, a change was suggested to Lund et al.’s [4] inflow condition, which modifies the inflow fluctu-
ations providing improved levels of the rms profiles according to our simulation.

Acknowledgments

This research was partially supported by Air Force Office of Scientific Research through Grant F49620-01-
1-0113 and the National Science Foundation though Grant CTS-9806989.

References

[1] M.M. Rai, P. Moin, Direct numerical simulation of transition and turbulence in a spatially evolving turbulence, J. Comput. Phys. 109
(1993) 169.
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